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A molecular dynamics study of 50 eV Ar1 ion bombardment of a Si~100! crystal with a monolayer
of adsorbed chlorine was conducted to simulate atomic layer etching~ALET! of Si. The total
reaction yield~Si atoms removed per ion! was 0.172; 84% of silicon was removed as SiCl, 8% as
elemental Si and 8% as SiCl2. Based on the total yield, an ion dose of 1.1631016 ions/cm2 is
necessary to remove one monolayer of silicon. Reaction occurs during the ps time scale of the
ion–solid interaction. Long time-scale chemistry~100s of ms! which is possible in ion-assisted
etching withsimultaneousexposure to neutral and ion beams does not happen in ALET. It was
further found that 93% of Si originated from the top silicon layer and 7% from the layer underneath.
In addition, some structural ‘‘damage’’ was induced to the top three silicon layers. It appears that
perfect ALET of silicon is not possible for an ion energy of 50 eV. ©1995 American Vacuum
Society.
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I. INTRODUCTION

Dimensional control down to the atomic level is becom
ing progressively important in the fabrication of abrupt he
erostructure interfaces and extremely thin layers for opt
electronics, quantum devices, and nanostructures.1 For
example, molecular-beam epitaxy~MBE! and metalorganic
chemical vapor deposition~MOCVD! have been used to
grow extremely thin layers of compound semiconductors a
their alloys.2 Also, atomic layer epitaxy~ALE! and flow-rate
modulation epitaxy~FME! have been developed to depos
with atomic-resolution heterointerfaces which are smooth
than conventional MBE.3,4 In ALE, the precursor species
~e.g., trimethylgallium and arsine to deposit GaAs! are fed to
the epitaxial reactor in a sequential manner such that GaAs
grown one layer at a time.

Much attention has been paid to deposition, but etchin
with atomic layer resolution is also a crucial step for fabr
cation of nanoelectronic devices. Dry etching technique5

such as reactive ion etching~RIE! and chemically assisted
ion beam etching~CAIBE! are not capable of atomic layer
resolution because etching is too rapid. In addition, the re
tively high ion energy~100s of eV! can damage the crystal.
Atomic layer etching~ALET! can provide monolayer reso-
lution without substrate damage. By exposing the crystallin
substrate to a reactive gas and an energetic beam~ions, elec-
trons, photons! in a cyclic manner,etching of a monolayer
per cyclemay be achieved.

Atomic layer etching: The ALET concept is demonstrated
schematically in Fig. 1, which shows a complete cycle of th
process.9 The cycle consists of the following four steps.

~1! Exposure of the clean semiconductor surface to a g
and adsorption~chemisorption! of the gas onto the sur-
face.

~2! Evacuation of the chamber, so that only the chemisorb
layer can subsequently react. This step is necessary
avoid etching bygas-phasespecies in step~3!.

a!Author to whom correspondence should be addressed.
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~3! Exposure to an energetic beam, to effect chemical reac
tion between the adsorbed gas and the underlying solid
In this step a monolayer of the solid is removed.

~4! Evacuation of the chamber to exhaust the reaction prod
ucts.

Completion of a cycle results in etching of one atomic layer
of the film. The cycle can be repeated to etch as many atom
layers as required.

Etching with monolayer accuracy places some limitations
regarding the choice of gas and energetic beam. For ex
ample, the gas must be selected such that spontaneous et
ing of the solid does not occur in step~1!. This is not a
severe limitation since, even if spontaneous etching coul
normally occur, cooling of the substrate at sufficiently low
temperature would quench the spontaneous reaction, witho
affecting the reaction in step~3! @in step~3! energy is sup-
plied by the energetic beam, i.e., this isnot a thermally acti-
vated process#. Also, the energetic beam must be chosen so
that the process isself-limiting, i.e., once surface reaction has
been completed in step~3!, any further irradiation by the
energetic beam should not damage the exposed underlayer
the above precautions are not taken, etching with monolaye
accuracy is not possible.

ALET of GaAs has been demonstrated6–13 by using
Cl2/Cl gas and low-energy Ar1 bombardment or KrF exci-
mer laser irradiation. It has been shown that by carefully
controlling the reactive species and energetic beam exposur
it is possible to achieve monolayer etching. However, mono
layer etching of Si is difficult to achieve. Oxygen in the
reactor atmosphere, even in minute amounts, can lead to fo
mation of oxide islands on the surface, resulting in less tha
a monolayer etching per cycle and rough surfaces. ALET o
Si14–16 has been studied using Cl2/Cl or fluorine-containing
gases and Ar1 bombardment. Molecular chlorine or chlorine
radicals do not spontaneously etch undoped Si at room
temperature.17 Chlorine does chemisorb on the silicon
surface18,19 but surface reaction leading to volatile chlorides
966/13(3)/966/6/$6.00 ©1995 American Vacuum Society
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~SiClx! does not occur. This reaction can be induced by e
ergetic ion bombardment. In fact the etching of silicon und
simultaneousexposure to chlorine gas and Ar1 ions has been
reported extensively in the literature.20–25

Assuming that a suitable combination of gas and energ
beam have been identified, one needs to determine the d
tion of steps~1!–~4! so that a monolayer of the substrate
removed per cycle. The duration of exposure to the reac
gas @step ~1!# and the energetic beam@step ~3!# are of par-
ticular importance. For example, if less than a monolayer
gas is adsorbed during step~1!, less than a monolayer etch
ing per cycle and a rough surface are expected. In the cas
ions used as an energetic beam in step~3!, the ion dose and
energy must be such that the top layer reacts completely,
damage of the underlayers does not occur.

Molecular dynamics~MD! simulations are suitable for
studying the interaction of energetic ions with materials. M
follows the trajectory of each atom in the simulation cell as
function of time for several ps of the ion–solid interactio
physical quantities of interest may be calculated by time
ensemble averaging. MD simulations have been used in
past to study physical sputtering,26 physical vapor
deposition,27 and the reaction of energetic neutrals with
surface in the absence of ion bombardment.28 MD simula-
tions have also been used to study the interaction of Ar1 ions
with Si under simultaneousexposure to chlorine29 and
fluorine.30 Some of the key results of these simulations a
the formation of surface roughness29 and the creation of
weakly bound species that can desorb spontaneously.30

In this work, we have performed MD simulations to stud
the interaction of 50 eV Ar1 ions with a Si~100! surface
covered with a monolayer of chlorine. The focus of the sim
lations is step~3! of ALET. Emphasis was placed on th
extent of subsurface damage created by the ions, the na
and energy distribution of the products, the etching mec
nism, and the ion dose required for complete reaction
occur. The goal is to identify conditions under which etchin
with monolayer accuracy may be possible. The results

FIG. 1. Schematic of the ALET process. The filled circles represent Cl
oms, the open circles represent Si atoms, and1 represent Ar1 ions.
JVST A - Vacuum, Surfaces, and Films
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tained from these simulations are used to guide our expe
mental ALET system. This work differs from other MD
simulation studies reported in the literature29,30 in that there
is no simultaneousexposure of the substrate to neutral an
ion beams.

II. MD SIMULATION

The simulation cell consisted of 288 Si atoms arranged
nine layers of 32 atoms each to form a Si~100! lattice. The
top silicon layer was covered with a monolayer of chlorine
as shown in Fig. 2. The approximate dimensions of the ce
are 21.7 Å321.7 Å312.9 Å. The surface area of the cell in
the x–z plane is approximately 472 Å. Periodic boundary
conditions were applied in thex andz directions to simulate
an infinite crystal. Ar1 ions with 50 eV kinetic energy were
introduced perpendicular to the cell surface. Thex and z
coordinates of the ion location were picked at random but th
vertical distance was fixed aty58.5 Å. At this distance the
interaction between the ion and the cell is negligible. Dis
tance y was measured with respect to the chlorine laye
~layer No. 1! on top of a pristine Si lattice.

MD is a deterministic simulation which follows the tra-
jectory of individual atoms by solving Newton’s equation o
motion.31 The force on each atom is calculated as the spat
gradient of the potential field. The interatomic potential con
sists of contributions due to two-body and three-body inte
actions. We have used the interatomic potentials develop
by Feil et al.29 The Si–Cl, Si–Si, and Cl–Cl interactions
were calculated using two-body and three-body interactio
similar to those first developed by Stillinger and Weber32 for
the Si–F system. When an ion approaches the surface,
ion wave functions overlap those of the surface atoms a
charge transfer takes place through Auger or resonant tunn
ing processes.33 Therefore, the Ar ion is modeled as an en
ergetic neutral. The Ar–Ar, Ar–Cl, and Ar–Si interactions
were expressed by a purely repulsive Moliere potential wit
a screening length of 0.88 times the Firsov values.34 A di-
mensionless time step of 0.005t was used, wheret50.0766
ps corresponds to the period of vibrations of an isolate
Si—Si bond. A fifth-order predictor–corrector algorithm of
the Gear type31 was used to advance the simulation in time
by integrating the equation of motion for each atom in th
simulation cell.

Each simulation run consisted of two phases:~a! an
‘‘equilibration’’ phase lasting 600 time steps during which

at-

FIG. 2. Schematic of the cell used for molecular dynamics simulations. Th
filled circles represent Cl atoms and the open circles represent Si atoms
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968 S. D. Athavale and D. J. Economou: MD simulation of ALET of Si 968
the system was allowed to relax to 300 K, and~b! an ‘‘etch-
ing’’ phase which started with the introduction of an argo
ion at t50 and continued for 3500 time steps untilt51.34
ps. Some simulations were continued further up tot54 ps
but no substantial change in the results was observed. H
ever, for ion energies higher than 50 eV used here, a sim
lation for more than 1.34 ps may be necessary. At the beg
ning of the etching phase of each simulation run, an Ar1 was
directed at a pristine Si surface covered with a monolayer
Cl atoms. Subsequent ions were directed at the lattice ge
ated by the previous ions. This way the depletion of Cl fro
the surface as etching proceeds was accounted for prop
Such a sequence of ion bombardments represented one g
of simulation runs. An average of 60 simulation runs we
conducted for each group. Five groups of runs were p
formed, each starting with a pristine cell, to gath
statistics.35

At the end of each simulation run, a search was made
weakly bound species~wbs! on the surface. A wbs is defined
as one with a binding energy of less than 1 eV.30 The binding
energy of each surface species was determined by the di
ence of the potential energy of the crystal with that spec
on the surface and with the species removed to an infin
distance away from the surface.

The temperature of the crystal rises during ion bomba
ment, and heat must be removed so as to represent the p
cal mechanisms of heat loss from the crystal. Heat remo
can be carried out in a number of different ways. The si
plest way is to scale the atomic velocities so that the te
perature of the crystal remains at a desired set point. Ano
method, proposed by Berendsenet al.,36 uses an algorithm to
remove/add a quantity of heat from the simulation cell d
pending on the actual temperature and the set point. We h
used the Berendsen scheme of coupling to a heat bath m
tained atT5300 K with a coupling constant of 30 fs. For thi
purpose, the simulation cell was divided into three regions
shown in Fig. 2. The top seven atomic layers constitute
adiabatic region where the atomic velocities were not r
caled during the 3500 etching time steps of the simulat
~the velocities were rescaled during the 600 equilibrati
time steps!. The next two atomic layers form the heat sin
region, where heat was removed throughout the simulati
Finally, the bottom layer of the cell was fixed in space.

III. RESULTS AND DISCUSSION

In the figures to follow,t50 refers to the time of intro-
duction of the argon ion at a vertical distance ofy58.5 Å. It
is interesting to analyze the sequence of events that oc
when an individual Ar1 ion bombards the surface. Eventu
ally the ion is either reflected/recoiled from the surface or
is trapped inside the lattice. A plot of the ion kinetic energ
and its projected position along they axis as a function of
time is shown in Fig. 3. The energetic Ar~starting kinetic
energy 50 eV! penetrates the lattice and undergoes collisio
with the atoms in the top few layers of the crystal, rapid
losing its kinetic energy~KE!; more than 95% of the Ar KE
is lost within about 0.14 ps. Ar continues its journey insid
the lattice further losing KE reaching a minimum of less th
0.2 eV. At this moment~0.17 ps!, Ar is at its maximum
J. Vac. Sci. Technol. A, Vol. 13, No. 3, May/Jun 1995
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penetration depth~y522 Å!. Collisions with the lattice at-
oms continue, until a violent collision causes Ar to regain a
significant portion of the lost KE and start its upward move
ment. Ar eventually leaves the lattice after about 0.4 ps wit
2 eV kinetic energy. We consider an atom to leave the ‘‘in
fluence’’ of the lattice when this atom crosses they54.50 Å
plane moving upwards. It is clear from Fig. 3 that the kinetic
energy of the Ar atom remains constant after it has crosse
they54.50 Å plane suggesting that the atom is then outsid
the influence of the surface.

Quantitative measures related to Fig. 3 were for the pa
ticular ion bombardment events shown in that figure. Aver
age values of interesting quantities obtained from a total o
300 MD simulation runs and the corresponding 95% confi
dence intervals are shown in Table I.

FIG. 3. A typical plot of Ar kinetic energy~filled circles! and Ar projected
position along the vertical axis~empty circles! as a function of time. The
dashed horizontal line indicates the position at which an atom moving awa
from the lattice is removed from the simulation cell.

TABLE I. Average values for different physical quantities.

Quantity

Average value with
95% confidence

intervals

Time at which Ar loses more than 95% of 0.1460.01
its kinetic energy~ps!

Time at which Ar is at the maximum depth 0.1660.02
inside the lattice~ps!

Time at which Ar leaves the lattice~ps! 0.4660.08
Time at which product species leaves the 0.2060.01
lattice ~ps!

Time at which the hot spot is at maximum 0.0860.02
temperature~ps!

Time at maximum number of atoms in the 0.3660.04
hot spot~ps!

Time at which the lattice is at maximum 0.1360.01
temperature~ps!

Maximum penetration depth of Ar inside 3.6660.32
lattice when it is reflected~Å!

Maximum penetration depth of Ar inside 5.8260.47
lattice when it is trapped~Å!

Maximum temperature of the lattice~K! 1070653
Maximum hot-spot temperature~K! 32356 815
Maximum number of atoms in the hot spot 7868
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969 S. D. Athavale and D. J. Economou: MD simulation of ALET of Si 969
The instantaneous temperature of the crystal, avera
over all the atoms in the adiabatic region, rises significan
reaching a maximum of about 1070 K around the time wh
most of the kinetic energy of the ion has dissipated in co
sions with the lattice atoms~;0.15 ps!. Beyond that point
‘‘heat’’ removal by the constant temperature bath dominat
causing the crystal temperature to gradually decay~over a
few ps! towards the bath temperature~300 K!. One can char-
acterize the development of the ‘‘hot spot’’ by considerin
only the atoms in the crystal which are ‘‘directly’’ affected b
the energetic Ar. The temperature of the hot spot was ca
lated as an average over all atoms with ‘‘temperature’’
excess of 400 K. The time evolution of the hot-spot tempe
ture and the number of atoms in the hot spot, again avera
over 300 simulations runs, are shown in Fig. 4. The hot-s
temperature passes through a maximum of over 3000
around 0.10 ps, when only a dozen or so atoms are dire
affected by the impinging Ar. These relatively energetic a
oms transfer part of their energy to the surroundings incre
ing the number of atoms in the hot spot. This is equivalent
spatial spreading of the hot spot with a concomitant decre
in temperature. As the process continues, the number of
oms in the hot spot passes through a broad maximum
around 0.35 ps when approximately 75 atoms are in the
spot. Later on the number of atoms in the hot spot decrea
as the KE is dissipated further. The hot-spot temperat
should be considered only qualitatively, since temperature
difficult to define for a small number of atoms.

Table II lists the product yields obtained by the MD simu

FIG. 4. The hot-spot temperature~triangles! and the number of atoms in the
hot spot~circles! as a function of time. The figure shows an average ov
300 simulation runs.

TABLE II. Average product yield.

Yield
Average value6 ~95%
confidence intervals!

Si 0.01360.002
Cl 0.04060.003
Ar 0.80360.078

Ar thermalization 0.19260.062
Ar trapped permanently ,0.01

SiCl 0.14560.035
SiCl2 0.01460.003
JVST A - Vacuum, Surfaces, and Films
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lation. Of the silicon-containing species, SiCl is the majority
product followed by SiCl2 and Si. Chlorine atoms are re-
moved with a 4% yield. Also, for every 100 argon ions im-
pinging on the surface, 80 are reflected/recoiled back durin
the same ion bombardment event and the remaining 20 a
thermalized inside the lattice only to be removed during th
subsequent ion bombardment event. The statistics are n
adequate to report the fraction of impinging ions that ar
permanently trapped in the lattice; it seems that this fractio
is below 1%. When the product is SiCl, the Cl atom corre
sponds to the one originally attached to the Si atom at th
beginning of the group of simulation runs. When SiCl2 is
removed, the Cl atom was previously attached to an adjace
Si atom. This is to be expected since surface diffusion i
negligible under the conditions of our simulation.

Because in ALET the surface is deficient in chlorine
products of higher chlorination are unlikely to form. This
explains the relatively small yield of SiCl2 and the absence
of any products of higher chlorination. The total sputtering
yield of silicon under the conditions studied~0.172! is lower
than that of a silicon surface exposed to chlorine and 50 e
Ar1 bombardmentsimultaneously~0.25!, but it is higher
than the physical sputtering yield of Si~0.015! by 50 eV Ar1

ions.21 The enhancement of the sputtering yield due to th
presence of Cl is evident; the lower sputtering yield unde
ALET conditions is expected due to the limited amount of C
available on the surface compared to that available durin
simultaneous and continuousexposure of Si to chlorine and
Ar1 ions.

The kinetic energies of the product species ranged from
0.2 to 7.0 eV. The products leave the surface about 0.2 p
following ion impact, which is after the peak in the crystal
temperature~0.13 ps! and the peak in the hot-spot tempera-
ture ~0.08 ps!, but before the time~0.36 ps! at which the
number of atoms in the hot spot reaches a maximum~Table
I!. The kinetic energy distribution of the products could no
be fit to either collision cascade or ‘‘evaporation’’ from a hot
spot. The latter mechanism was postulated by Oostraet al.,22

for 75 eV Ar1 bombardment of Si withsimultaneousexpo-
sure to chlorine.

No weakly bound species~wbs! have been detected in our
simulations. This is consistent with the results of Barone an
Graves30 who observed no wbs when the F/Si atomic ratio in
the fluorinated top layers of the silicon lattice was,0.39.
These authors observed that, when F atoms were plentif
enough to passivate the silicon dangling bonds, weak
bound species formed readily. These wbs may be sputter
or desorbed spontaneously on a much longer time scale~ms!
than it is possible to capture by the MD simulation. Unde
simultaneous exposure to neutral and ion beams, as in t
study of Barone and Graves, wbs can be formed when th
neutral to ion flux ratio is high enough. Under the ALET
conditions, the Cl/Si ratio is too low for wbs to be formed.

Figure 5 shows the layer-by-layer distribution of ‘‘dam-
age’’ of the crystal lattice after 43 consecutive ion bombard
ments starting from the pristine cell of Fig. 1. The amount o
damage is expressed as the displacement, in Å, of the ato
from their position in the pristine cell. We only accounted for
atoms that were present in the lattice after 43 bombardme

er
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970 S. D. Athavale and D. J. Economou: MD simulation of ALET of Si 970
events, neglecting the species that were removed as prod
As expected, the damage is maximum at the topmost ato
layer, ~layer 1! and diminishes as one goes deeper into t
lattice. The average displacement for the heat sink lay
~layers 8 and 9! is about 0.1 Å, as expected for a crystal
room temperature~;5%–10% of interatomic distance37!.

The crystal ‘‘damage’’ can also be studied in terms
creation of vacancies and interstitial atoms. Following t
treatment used by Karetta and Urbassek,38 we observed that
the number of vacancies and interstitials is maximum in t
topmost atomic layer. Although, no vacancies are pres
below the third atomic layer, a few interstitials can be crea
in those deeper layers during the early stages of an ion b
bardment event. However, these interstitials are annea
quickly before the ion leaves the lattice.

Implication for ALET:Table III shows that almost 93% o
the Si-containing species originate from the topmost silic
layer ~layer 2 in Fig. 2!; however, some product remova
occurs from the underlying silicon layer. Also, crystal ‘‘dam
age’’ extends over a few atomic layers at the top~Fig. 5!,
which may result in unacceptable surface ‘‘roughness29

with repeated ALET cycling. Hence perfect atomic lay
etching cannot be achieved with an ion energy of 50 e
Also, practical systems may be limited by residual oxygen
the chamber forming oxide islands on the surface. The
energy should then be high enough to remove any oxide

FIG. 5. The layer-by-layer distribution of the atomic displacements in t
lattice after 43 ion bombardments of the same cell starting from a pris
silicon crystal with a monolayer of chlorine at the surface. See Fig. 2
layer numbering.

TABLE III. Fraction of Si atoms removed from different atomic layers in th
crystal. See Fig. 2 for layer numbering.

Layer No.
Fraction of Si atoms

removed from this layer

2 0.93
3 0.07

4–9 0.00
J. Vac. Sci. Technol. A, Vol. 13, No. 3, May/Jun 1995
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sputtering. Otherwise, surface roughness will again be
problem. Based on a total sputtering yield of 0.172 for th
silicon-containing species~Table II!, and the silicon surface
atom density~231015 atoms/cm2!, the required ion dose to
remove a monolayer is 1.1631016 ions/cm2. For an ion cur-
rent density of 1 mA/cm2, the ion irradiation step 3 would
require an exposure for about 2 s.

IV. CONCLUSIONS

Atomic layer etching~ALET! is a technique to etch a
crystalline solid with monolayer accuracy. It is a cyclic pro
cess consisting of gas adsorption on the surface~step 1!,
evacuation of excess gas~step 2!, irradiation of the surface
by an energetic beam~step 3!, and evacuation to remove the
reaction product~step 4!. Completion of a cycle results in
etching of one monolayer of the solid. A molecular dynamic
simulation of ALET of silicon with chlorine gas was per-
formed focusing on step 3. For this purpose, a Si~100! sur-
face with an adsorbed monolayer of chlorine was bombard
by 50 eV Ar1 ions. Ion bombardment creates a ‘‘hot spot’
with temperatures in excess of 3000 K. The hot spot is di
sipated within a few ps after ion bombardment, and the cry
tal returns to ambient temperature. The total silicon etc
yield was 0.172~Si atoms removed per ion!; 84% of silicon
was removed as SiCl, 8% as elemental Si, and 8% as SiC2.
Based on the total yield, an ion dose of 1.1631016 ions/cm2

is necessary to remove one monolayer of silicon. It should
cautioned that, in reality, the silicon total yield would be
smaller than that predicted by the simulation. This is becau
simulation of complete reaction of the adsorbed Cl woul
require an excessive amount of computer time, as the yie
decreases with decreasing surface coverage by Cl.

The reaction products were removed during the collisio
cascade, a few tenths of ps after ion bombardment. N
weakly bound species were detected after ion bombardme
In addition, surface diffusion is negligible under the condi
tions of interest. These observations suggest that, in ALE
chemistry happens only during the ps time scale of ion–sol
interaction. This is in sharp contrast to ion-assisted etchin
effected bysimultaneousand continuous exposure of the sur
face to reactive neutral and ion beams. Under these con
tions long time-scale~100s of ms! chemistry can readily hap-
pen. Because MD can only capture the events occurring
the ps time scale, MD is suitable for the study of ALET.

It was found that 93% of the silicon removed originated
from the topmost silicon layer; the remaining 7% was from
the layer underneath. An ion energy of 50 eV caused som
structural ‘‘damage’’ to the top three silicon layers. This
could result in unacceptable surface ‘‘roughness’’ with re
peated ALET cycling. Furthermore, the ion energy may b
limited by the need to sputter away surface oxides whic
may form as a result of residual oxygen, that can also lead
rough surfaces.
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